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Abstract. Since digital mammograms is currently the most widely used tool 

worldwide for breast cancer detection, it is important to develop a system capable 

of supporting clinical decision making by detecting breast abnormalities, and 

thus, in conjunction with a radiologist, provide a more accurate diagnosis. 

Therefore, we propose to use an artificial intelligence (AI) algorithm based on 

convolutional neural networks (CNN) to detect breast abnormalities in digital 

mammograms. The analysis was performed on an integrated database of 1,213 

digital mammograms obtained from a public database. Using a Hold-Out 70-30 

validation method, the database was divided into two sections: training set (849 

images) and validation set (364 images). Three training sessions were conducted, 

and each one was set up with 100 epochs: the first one consisted of batch size = 

4, obtaining a maximum accuracy of 68 % in the semantic segmentation mode. 

The second training was performed under semantic segmentation, with batch size 

= 8, achieving an accuracy up to 91%. The third one was performed with batch 

size = 8 in segmentation mode, to the pre-processed database with a brightness 

and contrast enhancement filter, obtaining a maximum accuracy of 69 %. This 

allows us to conclude that the CNN is able to identify abnormalities in breast 

tissue. In addition, an increase in the accuracy and sensitivity of the CNN was 

observed when batch size increased, by making conditions under network was 

trained were factors that influenced the extraction of information from 

the mammograms. 

Keywords: Breast cancer, abnormalities detection, computer aided detection, 

deep learning, you only look once, YOLO v8. 
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1 Introduction 

Cancer is the leading cause of death in the world [1], and breast cancer is placed as 

most incidence as well as one of the most common death causes as far as cancer is 

concerned in women both in México, United states and worldwide [2, 3]. Is it estimated 

that, in 2020, about 2,261,419 new breast cancer cases in women were registered which 

represented approximately 24.5 % of the total new cancer cases worldwide in women 

(Fig. 1-a), furthermore, for this same year, of the total new registered breast cancer 

cases, 684,996 deaths were attributed to breast cancer, which represented 15.5 % of the 

total cancer deaths worldwide only in women (Fig. 1-b) [4, 5]. 

Breast cancer occurs when breast cells begin to grow out of control, forming a mass 

or conglomerate named tumour, which may be cancerous (malignant) or benign [6, 7]. 

Owing to early stages of breast cancer presents subclinically, currently within different 

clinical studies for breast cancer detection, screening mammography is one of the most 

common used tools for early breast cancer detection [8, 9]. 

Conventional screed-based mammography has given way to digital mammography, 

resulting in many benefits, including a simplified workflow and improved performance 

in certain patient subgroups, as well as the revolution in breast cancer care was 

witnessed by the introduction of mammography as an optimized radiographic imaging 

modality for the breast [10]. Mammography is a standard screening method for early 

breast cancer detection, however, it is really difficult for radiologist to provide accurate 

predictions for early detection, as it is complicated to interpret expertly due to various 

factors [11, 12]. 

In medicine, Artificial Intelligence (AI) has got two main application branches: 

physical and virtual, where virtual components are represented by Machine Learning 

(ML) or Deep Learning (DL), considering DL is developed by mathematical algorithms 

focused on improving learning through experience [13]. 

ML is dedicated to research and implement methods aiming to provide computers 

the ability to learn how to solve problems with explicit programming solutions, while 

DL is defined by multiple non-linear transformation modules combination, successfully 

modifying input information, achieving an internal data representation at multiple 

complexity and abstraction levels [14, 15]. 

This has made DL algorithms gain attention due to their considerable success 

because they can automatically learn feature representations and making feature 

extraction can be achieved from data without the need for prior definition by human 

experts, allowing this data-driven approach defining more abstract features, turning it 

more informative and generalisable [12, 16]. 

Deep learning remains within ML domain, and it is a special class of Artificial 

Neural Networks (ANN) that resembles the multi-layered human cognition system [8], 

besides, there is Convolutional Neural Network (CNN) another class of ANN that has 

become dominant in different computer vision tasks, including radiology [17], 

emphasizing in mammographic classification [18] because of its examination, 

recognition or image classification capability [19]. 

In recent years, CNNs have been applied in digital medical images classification for 

breast cancer detection and prediction because CNN application in breast cancer 

screening has gotten a significant advantage over traditional methods with respect to 
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the time taken to perform each test, where conventionally methods can take too long to 

analyse one piece of data at the time [19]. 

Because of breast cancer can be properly treated if an early diagnosis is correctly 

determined, making it feasible to have got screening methods for detecting early breast 

cancer signs [20], allowing AI to be an interesting factor for its application to support 

the detection of masses or microcalcifications present in breast tissue that can be 

visualized by mammography which can assist the physician in making a breast cancer 

diagnosis [21]. 

Initially in health care, computers were used in clinical image for administrative 

work such as image acquisition and storage, until now, they have become indispensable 

components in work environment, which includes the use of Computer Aided 

Diagnosis (CAD) systems [22], that is an AI for which is used to assist radiologist and 

cut back workload [23]. 

Nowadays, many AI algorithms are already being used in medical field (Figure 2) 

[22] but the potential use that can be given to AI in breast cancer diagnosis, extends to 

 

 

Fig. 1. Graphical schemes of 2020 mortality and incidence cancer estimations in female where 
a) shows the incidence number of new cases and b) the deaths number of breast cancer 
(GLOBOCAN 2020) [4]. 

(a) 

(b) 
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support modalities in image interpretation and histopathology [21] because early 

detection can potentially improve the prognosis of breast cancer and significantly 

reduce mortality in women [24], therefore, CAD systems play an important role either 

for Computer Aided Detection (CADe), that focus on locating suspicious lesions; or 

Computer Aided Diagnosis (CADx), focusing on determining whether a previously 

detected lesion is benign or malignant [25]. 

Moreover, considering the current different techniques that provide digital results 

for breast cancer detection, DL opens a new way to be implemented in digital 

mammogram analysis, because it is able to integrate it for different tasks such as: 

injuries segmentation and classification; image generation and reconstruction; cancer 

risk prediction; and therapy response prediction and evaluation, where results have 

shown similar or better results by DL algorithm than radiologist results [23]. 

1.1 State-of-the-Art 

Sundries researchers have proposed different CAD systems which may help for breast 

cancer detection or diagnosis using digital mammograms. Recent studies [26] 

implement an autonomous diagnosing cancer system using an integration method 

including CNN and image texture attribute extraction, applying a customised nine-

layered CNN for categorizing in CNN stage, reaching a specificity and accuracy of 97.8 

% and 98 % respectively for this method tested on MIAS (Mammographic Image 

Analysis Society) repository, moreover 98.8 % and 97.9 % were reached when tested 

on DDSM (Digital Database for Screening Mammography) repository. 

On the other hand, a breast cancer image detection and a model based on 

convolutional and deconvolutional neural network (CDNN) was proved [27] testing the 

algorithm on a common dataset for ROI (Region Of Interest) segmentation, showing 

the model automatic classification performance improving of breast cancer which may 

provide a new idea about using medical diagnosis assisted by artificial intelligence. 

CNN method [20] was proposed to boost automatic breast cancer identification by 

 

Fig. 2. Artificial Intelligence applications in health care [22]. 
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analysing hostile ductal carcinoma tissue zones using a dataset of 275,000 images, 

founding the model successful due to 87 % accuracy achieved which is approximately 

9 % more than ML reached, resulting as a probably option for reducing 

human mistakes. 

Nevertheless, Rehman et al. [11] reached a 97 % score with a 2.35 and 99 % true 

positive ratio with 2.45 false positives per image by the Fully Connected Depthwise 

Separable Convolutional Neural Network (FC-DSCNN) computer-vision-based tested 

model on 35688 DDSM images and 2885 PINUM images respectively. 

Ortíz-Rodríguez et al. [28] used image processing techniques to develop imaging 

biomarkers through mammographic analysis for breast cancer detection in early stages, 

training and testing a generalized regression ANN to classify malignant and benign 

tumours with a 95.83 % of accuracy reached. 

Salama et al. [29] proposed a breast cancer image segmentation and classification 

framework including different pre-trained models, applied to MIAS, DDSM, and 

Curated Breast Image Subset of DDSM (CBIS-DDSM) for benign and malignant 

classification, showing U-Net model and InceptionV3 model the best results with 98.87 

% of accuracy achieved. 

Muduli et al. [30] tested a five learnable layers of four convolutional layers and a 

fully connected layer CNN model to facilitate automatically extraction of prominent 

features from mammograms and ultrasounds datasets, achieving a 96.55 %, 90.68 %, 

and 91.28 % accuracy in MIAS, DDSM and INbreast datasets respectively, moreover 

a 100 % and 89.73 % accuracy were achieved from BUS-1 and BUS-2 

datasets respectively. 

Agarwal et al. [31] state a patch-based CNN method for automated mass detection 

in Full Field Digital Mammograms (FFDM), training the model using CBIS-DDSM 

and INbreast datasets where InceptionV3 showed the best performance. 

Since the detection and diagnosis of abnormalities in digital mammograms analysis 

is a still challenging task for radiologist because of necessity of analysing and 

identifying a “small” number of cancers that depends mostly on manual segmentation 

(which may take too long), computer equipment or operator [8], and even other 

different factors as: normal breast tissue variable appearance, overlapping tissue 

structures which may hide injuries in breast density tissues hindering mass detection 

[32, 33], breast radiographic complex structure and radiologist fatigue or distraction, 

that contribute to radiologist difficulties with misdiagnostic interpretations on 

mammograms [34, 35]. 

In this this paper we propose a semi-automatic system in which, the radiologist will 

be able to give a diagnosis by using CAD system as a support tool for abnormalities 

detection and then, just in few seconds, the radiologist can apply some different filters 

to the mammogram, analyse it, and finally, to get preliminary results that allows the 

radiologist to make a diagnosis, considering the AI algorithm provided results. 

The use of AI algorithms in medical environment suggests that specialist can 

enhance the diagnosis 20 % more than a diagnosis made only by radiologist. This means 

the use of CAD systems will highly reduce misdiagnosis, improving diagnostic 

accuracy and sensitivity, decreasing radiologist workflow, visual fatigue due to 

mammography reading rates, and avoiding manual segmentation for greater 

productivity without impact diagnostic opinion [8, 36, - 39]. 
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2 Materials and Methods 

Convolutional Neural Networks employ the convolution operation as one of their 

layers, which perform similar operations to image processing filters [40, 41]. 

Convolutional layer consists of filters and image maps [42] taking an image and a small 

logistic regression, passing the logistic regression over the whole image [43]. Using a 

CNN with fewer parameters might improve significantly the time it takes to learn by 

reading the image “chunk-by-chunk” with the aim of allows to convolution to extract 

features from the input image preserving the spatial relationship between pixels 

[44, 42]. 

In CNN, the convolution operation is very similar to Gaussian and Sobel filters in 

image processing, because a kernel slides across an image analysing nearby pixels 

multiplying the weights with each aligned pixel, element-wise across the filter to finally 

add a bias value to the output [41, 44]. The amount the kernel shifts between pixels is 

called “stride” [44]. The develop procedure for the proposed CAD system for breast 

abnormalities detection was divided into 4 stages which included image and data 

acquisition, sorting and type approval; image pre-processing; model training; and 

finally, CAD system evaluation. 

2.1 Dataset 

In this study, digital mammograms were collected from Curated Breast Imaging Subset 

of Digital Database for Screening Mammography (CBIS-DDSM) [45] to train and 

validate proposed CAD system. CBIS-DDSM is an open access database which 

includes 10,239 images from 6,775 studies. CBIS-DDSM was analysed in order to rule 

out incomplete images (e.g. masks), or missing data corresponding to coordinates. 

Later, the resulting 1,213 images with respective data coordinates, were split according 

to Hold-Out method in a 70:30 ratios for training and validation packages, respectively. 

Then, once split the dataset, is was standardized ensuring that 70 percent of training 

images contained the same number of images from Craniocaudal (CC) and 

Mediolateral (MLO) views, as well as the same number of images with and without 

anomalies, collecting masses according to Breast Imaging Reporting and Data System 

(BI-RADS), a system that allows to standardized terminology, systematize 

mammographic reports, and lesions categorizing, stablishing suspicion degree [46]. In 

addition, data number concerning to anomalies coordinates must correspond to training 

set of images number. Due to all images acquired from DDSM were stablished to 

640x640 pixels, no more resizing processes were required. The same procedure was 

replicated for validation set. 

2.2 Image Pre-Processing 

After building the database, an adequate image pre-processing filter was carried out to 

improve contrast and brightness between the regions of interest (ROI) and the other 

sections of the mammography. In addition, performing an adequate segmentation of the 

mammograms will allow us to optimise the resources acquired, making image 

processing more efficient for the algorithm training. For the above reasons, an 
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enhancement filter image was developed in python to discard most of the fatty tissue, 

allowing fibrous tissue visualisation where any abnormality may be contained (Fig. 3). 

2.3 You Only Look Once (YOLO) Model Training 

Mass detection in breast tissue is a critical task for CAD systems [39], nevertheless, 

instead of developing our own deep model, an existing model will firstly use and 

adapted to solve our problem. Therefore, a Darknet-19 classifier model which forms 

the basis of real-time object detection system named YOLO [47, 48],  was selected. 

YOLO is one of the state-of-the-art deep learning techniques [49, 47, 50] that uses a 

single convolutional network to whole image by dividing the input image into sub-

regions and predicts multiple bounding boxes with their respective class probabilities 

for each region [49, 50]. 

YOLO is a unified model which original structure consist of 24 convolution layers, 

followed by 2 fully connected layers and trains on full images and directly optimizes 

detection performance [51, 50]. For this proposed CAD system, the YOLOv8 model 

released in 2023 by Ultralytics [52], was selected for abnormalities detection in 

breast tissue. 

First, for running YOLOv8, a new environment was created to stablish a specific 

space to this model. The new environment was created using Anaconda prompt, where 

all Ultralytics packages and other needed libraries were installed. Moreover, other 

hyperparameters were modified within the model to focus the model on solving the 

abnormalities detection problem and use it the most efficient way. Once done, the 

resulted pre-processed Data Base of 6,065 digital mammograms (RDDSM) was used 

for model learning stage, where 70 % of RDDSM was used for training set realising a 

three-times training of 100 epochs and 0.5 confidence each. 

Initial training consisted of batch size = 8 in detection mode. Second training was 

carried out in semantic segmentation [53] mode with batch size = 4, and final training 

 

Fig. 3. Mammography comparison of left breast in MLO view where (a) is the raw mammogram 
from CBIS-DDSM, and (b) is the same mammogram with brightness and contrast 
enhancement filter. 

(a) (b) 
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was held in semantic segmentation mode with batch size = 8. This to visualise the 

difference between the performance of each model conditions in identifying 

abnormalities with different breast tissue conditions through mammography. The idea 

of using different bath sizes, it is to support the training stage, considering that a bigger 

batch size can accelerate it, but also requires more GPU memory which is limited to 4 

GB provided by RTX 3050 Ti GPU from computer where model is trained. Using a 

lower bath size results in lower memory consumption but training speed could 

be affected. 

2.4 CAD System Evaluation 

Once all the previous stages were done, and proposed model were validated and tested, 

finally the CAD system was tested by running each of the proposed models over 20 

randomly selected mammograms from mini-MIAS database to determine which of 

them have got the best performance on determining abnormalities trough breast density 

tissue. The criteria of sensitivity and accuracy evaluation are presented in equations 1-

2 respectively [39, 49]: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑆𝑇) =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
, (1) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝐶) =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
, (2) 

where TP and FN, TN, and FP, correspond to true positive, false negative, true negative 

and false positive evaluated cases, respectively. 

For determining TP, FN, TN, and FP classification, TP cases were considered when  

CAD system reached a score over 95 % on tested mammogram and it corresponded to 

mini-MIAS database selected coordinates; FN were considered when there were no 

tumours detected by CAD system, but mini-MIAS mammograms  presented any 

tumour; TN were classified when CAD system no detect any tumours and the mini-

MIAS mammograms no presented any tumour too; and FP were considered when CAD 

system predicted a tumour in a place that was discordant with mini-MIAS database 

coordinates or there were no present tumours in mini-MIAS database, to finally 

compare time taken while training and image prediction (Table 1). 

Table 1. Comparison between trained models to training time and testing time. 

Model Training time/epoch (s) Testing time/image (s) 

YOLO8-S4 600 4 

YOLO8-S8 780 6 

Table 2. Conditions for training YOLOv7 and YOLOv8 models. 

Model epoch mode confidence 

YOLO7-S8 100 segment 0.5 

YOLO8-D8 100 detect 0.5 
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YOLO8-D8, YOLO8-S4 and YOLO8-S8, correspond to detection mode with batch 

size = 8, segmentation mode with batch size = 4 and segmentation mode with batch 

size = 8, respectively. 

3 Results 

To present the results and compare the evolution between models, the YOLOv7 model 

was used to train under the same conditions as the YOLOv8 model, just changing to 

segment mode (Table 2). 

Where YOLO7-S8 and YOLO8-D8 corresponds to YOLOv7 model in segmentation 

mode with batch size = 8, and YOLOv8 in detection mode with batch size = 8, 

respectively. The metric results are shown below for training and validation stages, this 

will allow to compare the accuracy obtained in every processed image by both models. 

In validation process is observed that YOLOv8 model has a higher accuracy than 

YOLOv7 model. 

 

Fig. 4. Validation comparison where (a) is the segmentation mode with YOLOv7 model detecting 

the mammogram label inside pink bounding box; (b) is the original image with ROI visualized 

as a green bounding box; and (c) is the YOLOv8 detection where tumour is inside wide red 

bounding box. 

 

Fig. 5. Box loss training in 100 epochs for (a) YOLO7-S8 model and (b) YOLO8-D8 model. 
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Even when both models have got a significant error when making prediction, the 

bounding box in YOLOv8 model is more accurate than YOLOv7 model (Fig. 4), as 

 

Fig. 6. Precision metrics over 100 epochs for each (a) YOLO7-S8, and (b) YOLO8-D8 models. 

 

Fig. 7. mAP metrics over 100 epochs for each (a) YOLO7-S8 and (b) YOLO8-D8 models, 
showing the confidence increasing with every epoch realised. 

 

Fig. 8. Confusion matrices for (a) YOLO7-S8 and (b) YOLO8-D8 models, with 18 % accuracy 

and 45 % accuracy, respectively. 
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YOLOv7 model gets confused with mammography label, however, in YOLOv8 model 

although tumour is within bounding box, it is very wide, making less accurate as a 

support to radiologist. It was noted in training stage that errors decreased as the number 

of epochs performed increased (Fig. 5). 

The box loss may be attributed to the model learning highly significant features 

through each iteration, whether it extracts values related to pixels within the segmented 

area, considers neighbouring pixels to compare with those found outside the 

segmentation boundaries, and considers features within the ROI boundary to inherit 

those features to the next layers. 

The precision and mAP (mean Average Precision) were observed in both models, 

noting that both accuracy and average accuracy remain quite dispersed. Precision in 

YOLOv7 model, first epochs it keeps increasing, and as it approaches 50 epochs, it 

starts to disperse highly significantly, which may be attributed to low feature extraction 

trough convolution layers, which prevented it from determining where any tumours 

were located. 

On the other hand, for model 8, initially the accuracy was mostly close, although it 

was low, but as the epochs were performed, a significant increase was obtained, 

although it was still quite sparse (Fig. 6). Nevertheless, mAP was slightly less dispersed 

in YOLOv7 model, however, it has quite significant increases and losses, contrary to 

YOLOv8 model, which has a totally dispersed mAP and even significant information 

loss after reaching its peak (Fig. 7). 

It is observed how box and accuracy vary markedly from one model to another when 

certain hyperparameters are modified. Furthermore, in confusion matrices (Fig. 8) was 

noticed, even when YOLOv7 model was in segmentation mode, and epochs were the 

same, YOLOv8 model shown to be more efficient at screening in mammograms, 

reaching up to 0.45 % accuracy detection which is 27% more accurate than the 0.18 % 

reached by YOLOv7 model. 

Finally, when testing for mini-MIAS database predictions, results were lower than 

expected, as both models presented slightly the same pattern at the validation stage, 

with YOLO8-D8 model being relatively closer to detecting the tumour, as it was within 

the delimited area, but this was too large, leaving a fairly wide error margin, as opposed 

to YOLO7-D8 model, which simply delimited the entire region belonging to the breast 

and pectoralis muscle (Fig. 9). 

 

Fig. 9. Mini-MIAS database predictions for (a) YOLO7-S8 detecting all breast and pectoralis 
muscle inside green bounding box; (b) the original image with ROI visualized as a green 
bounding circle; and (c) the YOLO8-D8 prediction where tumour is inside a pretty wide red 
bounding box. 
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3.1 Comparison of Training Results  

Analysing the previous results, it is possible to observe a significant efficiency with 

respect to the YOLOv8 model, which indicates that this model is able to extract features 

that allow it to differentiate the anomaly from the breast tissue. 

From the resulting box loss graphs of each training for segmentation task, it can be 

noticed that, in both cases, the YOLO8-S4 model and the YOLO8-S8 model showed a 

 

Fig. 10. Box loss during training in 100 epochs for (a) YOLO8-S4 model and (b) YOLO8-
s8  model. 

 

Fig. 11. Precision graphs over 100 epochs for each (a) YOLO8-S4, and (b) YOLO8-S8 models. 
Orange dots show the increasing accuracy of each model, being lower the YOLO8-S8 accuracy 
at starting point. 
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very low dispersion, moreover, this low dispersion behaves in a constant way during 

the 100 training epochs (Fig. 10), although, initially, the YOLO8-S8 model showed a 

higher dispersion in the first epochs. 

This could imply the loss information was much lower for both models when training 

was carried out in segmentation mode. 

As for the accuracy results (Fig. 11), it could be noted a quite significant dispersion 

in both models, denoting that their maximum accuracy is even below their maximum 

peak accuracy. In both models a slight dispersion decreasing can be seen when they are 

close to 100 epochs, but in the YOLO8-S8 model, the dispersion is much more 

noticeable. It can be observed that at beginning YOLO8-S8 has got an even lower 

 

Fig. 3. mAP metrics over 100 epochs for each (a) YOLO8-S4 and (b) YOLO8-S8 models. 
Orange dots show the increasing confidence with every epoch realised and accuracy behaviour. 

 

Fig. 4.  Confidence function with (a) recall approximately to 60 % and confidence up to 65 % 
for YOLO8-S4 model and (b) 60 % recall and 65 % confidence for YOLO8-S8 model. 
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accuracy than the YOLO-S4 model (orange dots). This would imply that the extraction 

of highly significant features is quite complicated, which could be due to the complexity 

of the interpretation of the anomaly through the superimposition of the breast tissue on 

the mammograms. For the case of mAP, in the YOLO8-S4 model, the dispersion that 

exists during the learning process is observable, however, when approaching epoch 50, 

there is a more uniform gradual increase, but subsequently there is a quite noticeable 

decrease in accuracy approximately between epochs 70-80. 

In the YOLO8-S8 model, the increase, although also very dispersed, is more 

uniformly increasing, with no significant decrease in accuracy over the 100 epochs (Fig. 

12). Comparing the confidence-recall curves (Fig. 13), it is seen that difference between 

one model and other are too low (only 1 %), which could reflect a similar behaviour at 

the time of making detections in the mammograms. 

 

Fig. 14. Confusion matrices for (a) YOLO8-S4 and (b) YOLO8-S8 models, with 30 % accuracy 
and 27 % accuracy, respectively. 

 

Fig. 155. Score validation comparison where (a) YOLO8-S4 reaching 60 % of detection showed 
inside red bounding box; (b) is the original image with ROI visualized as a green bounding box; 
and (c) YOLO8-S8 with 70 % of detection where tumour is inside red bounding box. 
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Furthermore, we can note the confidence of both models is moderately strong in 

learning, which implies both models can continue learning and could be potential 

candidates for future applications. 

3.2 Validation Results 

Contrary to what would be expected, considering the results provided by the YOLO8-

D8 model, this occasion both models presented a similar behaviour during the training 

stage, however, in the confusion matrices (Fig. 14), it can be observed that the accuracy 

of both models is very close to each other, but in both cases, it is below the 45 % 

previously obtained with the YOLO8-D8 model, which would mean an information 

loss during learning stage. 

As YOLO8-S4 and YOLO8-S8 models managed to obtain 30 % and 27 % of 

accuracy, respectively, they are apparently less efficient, even YOLO8-S8 a little 

bit less. 

Considering the results previously observed, the YOLO8-S4 model stood out 

slightly in confidence and accuracy terms, with respect to the curves analysed, however, 

a totally opposite performance was achieved when the validation of the models in 

RDDSM was carried out, being the YOLO8-S8 model which managed to obtain an 

average of 10 % higher detecting tumours, than the other model, reaching up to 70 % 

of detection, with respect to the 60 % achieved by the YOLO8-S4 model (Fig. 15). 

 

Fig. 16. Evaluation test for (a) YOLO8-S4 reaching 68 % of detection showed inside red 
bounding box; (b) is the original image with ROI visualized as a green bounding circle; and (c) 
YOLO8-S8 with 91 % of detection where tumour is segmented inside red bounding box. 

Table 3. ST and AC comparison results for YOLO8-S4 and YOLO8-S8 models trough TP, FN, 

TN, and TP calculations. 

Model TP FN TN FP ST AC 

YOLO8-

S4 
15 2 1 1 0.88 0.84 

YOLO8-

S8 
18 1  1 0.95 0.90 
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3.3 CAD System Evaluation 

Once previous processes were finalized, best weights were selected and used for further 

predictions in mini-MIAS database. YOLO8-S8 model was even higher than in the 

validation stage, as it achieved a score of 91 % on the mini-MIAS database, 23 % higher 

than the 68 % achieved by the YOLO8-S4 model (Fig. 16). Even though both models 

showed a lower accuracy than the previously YOLO7-S8 and YOLO8-D8 tested 

models, the YOLO8-S8 model, which was even less accurate, scored the highest of 

all models. 

Finally, the comparison between the proposed models in segmentation mode is 

shown below (Table 3). Where TP, FN, TN, and FP, correspond to true positive, false 

negative, true negative and false positive evaluated cases, respectively. Moreover, St 

and AC corresponds to sensitivity and accuracy respectively. 

As in the previous results, the YOLO8-S8 model showed a better performance 

during the 20 runs on mini-MIAS database, achieving a ST and AC of 95 % and 90 %, 

respectively. This difference can also see when individually evaluating TP, FN, TN, 

and FP, where YOLO8-S8 model had 18 hits in TP, one error in FN and one error 

in FN. 

RDDSM brightness and contrast enhancement filter assessment. After testing the 

proposed models on the selected databases and comparing the results between each one, 

the model with the best performance during the training and evaluation stages was 

selected to be, subsequently, trained under the same conditions on the RDSSM, now 

with the brightness and contrast enhancement filter. 

Initially, with YOLO8-S8, training stage was set at 100 epochs, with 0.5 confidence 

and batch size = 8. Each epoch had an approximately duration of 11 minutes. Once 

finished training stage, some troubles were found.  In the first training results, it could 

be seen that box loss curve decreased steadily and with little dispersion, although in the 

 

Fig. 17. YOLO8-S8 results trained on RSDDM with the enhancement filter applied where (a) 

represents the box loss metrics and orange dots shows the loss behaviour, and (b) represents the 

recall-confidence curve for the same model applied to RDDSM filtered. 
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initial periods, the decrease was slightly faster (Fig. 17-a). The confidence-recall curve 

(Fig. 17-b) shows similar confidence to the previous models (Fig. 13), although it is 

slightly higher, with a 1 % difference, reaching 66 % compared to 65 % for the 

previously tested models. 

Subsequently, for the accuracy and mAP metrics, in both cases the initial accuracy 

was considered low, although in the early stages it increases rapidly. In the case of 

precision (Fig 18-a), there is a mostly significant dispersion before the first 50 stages, 

later it starts to decrease, but there is no stability when approaching the final epochs. 

As for mAP, when approaching the final epochs, there seems to be a smaller 

dispersion, however, during the rest of the learning process, the dispersion is notorious, 

especially before the first 50 epochs (Fig. 18-b). With these results, it could be predicted 

that the model would behave similarly to that applied to the unfiltered RDDSM. The 

 

Fig. 18. (a) Precision graph and (b) mAP metrics for model applied to RDDSM filtered. Orange 
dots shows the increasing of accuracy foe every epoch. 

 

Fig. 19. Comparison results between (a) model validation in filtered mammogram from RSDDM 

with tumour detected inside rex bounding box with 69 %, and (b) original mammogram with 

tumour identified inside green bounding box. 
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result in the evaluation stage is shown below. Initially, system was not able to detect 

any tumours, but as more tests were performed on different mammograms, the system 

was able to identify some tumours (Fig. 19), reaching up to 69 % in detected 

mammograms, which could be a low accuracy compared to previous models, (Fig. 15). 

Even when model was tested on mini-MIAS database, this had pronounced difficulty 

in screening, achieving only 6 hits out of the 20 mammograms chosen for evaluation. 

With the analysed results of the models applied to the raw RDDSM, the expectations 

increased for the evaluation of the model applied to the same database with the 

brightness and contrast enhancement filter, since in the images, the fibrous tissue was 

mostly visible, which would mean that the neural network would present fewer 

difficulties by not having to process irrelevant information such as areas of fatty tissue. 

However, the results showed that the model extracted fewer features, as in some cases, 

it failed to make a detection in the images, and in others, the percentage achieved was 

considered low. 

Finally, in order to further show the performance comparison between the models, 

the metrics resulting from each training for each model are shown below. Where 

YOLO7-S8 is the YOLOv7 model in segmentation task with batch size = 8; YOLO8-

D8 is YOLOv8 model in detection task with batch size = 8; YOLO8-S4 is YOLOv8 

model in segmentation task with batch size = 4; YOLO8-S8 is YOLOv8 model in 

segmentation task with batch size = 8; and YOLO8-S8F is YOLOv8 model in 

segmentation task with batch size = 8 trained in filtered images. 

4 Discussion 

The performances obtained in each of the models during the training stages are found 

to be variable and, in some cases, quite scattered in terms of accuracy and learning rate. 

Although during the evaluation stage they showed a better performance, and even in 

the test phase where up to 91 % of assertiveness was achieved, this would imply that 

the model can be optimised by improving the images with pre-processing to avoid the 

overlapping of the breast tissue [49], as it was observed, the application of a brightness 

and contrast filter was counterproductive in terms of the observer and what was 

interpreted by the neural network. 

Table 4. Metrics comparison between each model. 

Model Confusion Matrix Box loss Precision mAP 

YOLO7-S8 0.18 0.045 0.4 0.23 

YOLO8-D8 0.45 1.4 0.48 0.48 

YOLO8-S4 0.30 1.00 0.58 0.28 

YOLO8-S8 0.27 1.4 0.49 0.29 

YOLO8-S8F 0.24 1.4 0.4 0.24 
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Another method is by modifying the hyperparameters of the CNN and performing an 

in-depth analysis on the use of neurons within the network, in order to turn off those 

that are not being used and reduce the processing time during training and predictions. 

Considering the RDDSM results, and analysing the learning curves of the models, it 

is possible to realise an increase in learning by augmenting data with which the network 

will be trained, as DL models need a considerable amount of data [49, 39] in order to 

be able to extract the most features through each iteration. 

One of the differences most remarkable are between YOLO7-S8 and YOLO8-D8, 

where YOLO8-D8 model show relative better results than another model. This may 

due to YOLO topology, since in YOLOv8 CSPLayer was changed to C2f module, 

combining high-level features with contextual information to improve detection 

accuracy, moreover, the anchor-free used model which allows each branch to focus on 

its task improving model overall accuracy [52], and even YOLO does not require a 

complex pipeline once looked the image [49]. 

Instance segmentation showed better results than instance detection. Instance 

segmentation works by separating an example from belonging class by separating 

individually and comparing each labelled pixel values between segmented classes to 

non-segmented classes and it is useful where too many objects of same class are present 

and need to be differentiated. This probably affects the way model learn features, 

because object detection uses the pixel space given to a specific object. 

Another drawback observed was the confusion of the model tested with the filtered 

database with the model tested with the raw images. This confusion could be due to the 

intensity of the brightness in the pixels related to the tumour, the dense breast tissue 

and the pectoral muscle [49], causing the comparison between pixel values to be 

depreciated as they could contain the same values and prevented the neural network 

from extracting any highly significant features. 

5 Conclusion 

In this paper, the evaluation of the Darknet-19 YOLO V8 model is presented, testing 

different possibilities that a CAD system can offer for mass detection. The selected 

model achieved up to 91 % of maximum assertiveness when tested on a publicly 

available database, however, it is necessary to test it on a properly constructed database 

in order to evaluate the model on more recent cases using more recent 

digital mammograms. 

While it is considerable that the model needs to be trained on a much more robust 

database, what has been demonstrated so far provides a guideline for using CAD 

systems as medical assistants that can provide a second opinion, or function as medical 

decision support, and with the detection times determined, a decrease in workflow is 

foreseen, moreover, with the detection times determined, a reduction in the workflow 

is foreseen, as well as a reduction in the workload in hospitals whose staff capacity is 

affected and an improvement in the radiologist's performance by reducing visual 

fatigue, as a specific region is previously obtained that can be subjected to analysis, as 

a result of the prediction of the proposed system, avoiding the specialist in question 

from performing a complete reading of the mammography 
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6 Future Work 

Future work will initially focus on data augmentation for better training of the proposed 

model, as well as adequate pre-processing of the images to deal with the problems of 

intensity and overlapping of the breast tissue. The development of a graphical interface 

for a doctor-computer interface is also foreseen, facilitating access to the diagnostic 

tool when performing mammography analysis in the medical imaging section. 
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